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Abstract

In [1], we proposed a sampling scheme to estimate the partition func-
tion of the Trace Norm Distribution. However, for moderately large values
of m (e.g. m = 100) the individually sampled values are too large for stan-
dard computer floating point types. We describe a simple method to scale
the values to make computation easier.

1 Introduction

An important quantity in the trace norm distribution partition function is [1],
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j | terms as the quantity over which we are taking an expec-
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j | terms can easily exceed
the maximum values allowed for standard floating type values. To avoid this,
we propose two different ways of scaling the difference of square terms.

The first is to scale the difference-of-square terms, (σiσj)
r,
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where r ∈ [0, 2]. Define α ≡ n−m+1+r(m−1). To prepare this for a sampling
approximation, we add the necessary constants to give us a product of Gamma
distributions,
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where g(x|α, θ) = xα−1e−x/θ

Γ(α)θα is the Gamma distribution, and Γm(α) ≡ [Γ(α)]m.

The sampling scheme for estimating J involves sampling σ1, . . . , σm and taking

a sample average of of
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The second method is to rescale our sampling distribution to unit mean.
Define α ≡ n − m + 1. Note that the Gamma distribution, g(x|α, θ), has mean
αθ. Rearranging terms, we get
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g(σi|α, 1/α) is our new sampling distribution. We average over the remaining
terms inside the integral to achieve our estimate of J . One undesirable effect
of this rescaling is that we introduce exponential terms outside of the sampling
distribution. When n >> m and n − m >> 1/θ the samples from the Gamma
distribution will be too small and will yield a biased estimate.
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