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Abstract

We derive the kernelized version of Softmax (multiclass Logistic Re-
gression).

Let X € R"*9 be a set of examples. Let 5 = {y1,...,yn}, v € {1,...,1}, be
a set of corresponding labels. We use A; to denote the i*" row of A. Regularized
Softmax learns parameters W € R*¢ so as to minimize

n

—log P(7]1X, W) Zlog (Z exp(WoXT) > = W, X+ Wi, (1)

=1

where |||/ is the Frobenius norm. The Representer Theorem (see Appendix B
of (Rifkin, 2002)) gives us that we can rewrite the weight matrix as a weighted
sum of example vectors. Let C € R>*", K = XX7T, and W = CX. Hence,

—log P(51 X, W) Zlog (Z exp(K;CT ) Y KiCp 4+ CX R (2)

i=1

Define Z; = ¥\ _, exp(K;CT) and P, = exp(K;CT)/Z;. The partial deriva-
tives are

n

Olog P(y]1X, W) T
e T ZK”PW— > Ky +AKCT. (3)

ilyi=u
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