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Abstract

Unlike other regularized linear classifiers such as the Support Vec-
tor Machine and Logistic Regression, parameters for Regularized Least
Squares Classification (RLSC) can be learned via a single matrix in-
verse. This can be extended to calculate outputs for leave-one-out cross-
validation using the same matrix inverse. Thus, the regularization param-
eter can be selected and classification weights for a multiclass problem can
be learned using a single matrix inverse. The size of the matrix to be in-
verted is the lesser of (1) the number of training examples, and (2) the
dimensionality of the example space, so selecting a regularization param-
eter and training RLSC can be highly efficient for problems where either
the number of training examples or the dimensionality of the example
space is small.

Let X be a matrix of training examples (one per row); let y be a column
vector of their binary ({+1,−1}) labels. Let w be the parameter vector for
the linear decision boundary to be learned. Using the squared L2-norm for
regularization (as is common), Regularized Least Squares Classification (RLSC)
[1] minimizes ∑

i

(Xw − y)T (Xw − y) + λwTw. (1)

By setting the derivative with respect to w, we find that we can solve for w via
matrix inverse,

w = (XTX + λI)−1XTy (2)

The Representer Theorem ([1], Appendix B) shows that we can safely replace w
with XT c. This gives an alternate method of solving for the decision boundary
parameters:

c = (XXT + λI)−1y, w = XT c. (3)
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Now we turn to the problem of Leave-one-out cross-validation (LOOCV).
LOOCV computes the output for each example using parameters trained on
the remaining examples. Naively retraining the classifier for each example can
be quite expensive. Here we show that LOOCV outputs can be computed for
RLSC using a single matrix inverse1.

Let f(xj) be the RLSC output for example j when RLSC is trained on all
examples. Let fi(xj) be the RLSC output for example j when RLSC is trained
on all examples except xi. Let Yi be the column vector where Y ij = yj for
j 6= i and Y ii = fi(xi). Since fi(·) is the RLSC classifier trained on all examples
except xi, it minimizes ∑

j 6=i

(Y ij − fi(xj))2 + λwTw. (4)

By definition, fi(xi) = Y ii , so it also minimizes∑
j

(Y ij − fi(xj))2 + λwTw, (5)

where the sum is now over all training examples. Thus, fi is the solution to an
RLSC task where the training example “labels” are Yi. Let H = (XTX+λI)−1.
Then,

fi(xi) =
∑
j

(XHXT )ijY ij , (6)

= f(xi)− (XHXT )iiyi + (XHXT )iifi(xi), (7)

=
f(xi)− (XHXT )iiyi

1− (XHXT )ii
. (8)

The last step gives the computation for LOOCV outputs. Let G = (XXT +
λI)−1. Substituting w = XT c, a similar line of reasoning gives us,

fi(xi) =
f(xi)− (XXTG)iiyi

1− (XXTG)ii
. (9)
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1This proof can also be found in [1]
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