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We observe many samples of a binomial. hi and ni are the numbers of heads
and total flips for the ith sample. For each sample, there are two binomials
that could have produced it. Our goal is to learn the mixing parameter and
parameters for the two binomials that are most likely to have produced the
samples. Our model is:

p(D|θ) =
∏

i

(
ni

hi

) [
λφhi

1 (1 − φ1)ni−hi + (1 − λ)φhi
2 (1 − φ2)ni−hi

]
(1)

For numerical stability reasons, we don’t simply maximize likelihood in order
to find the best parameters. We re-parameterize using (unconstrained) natural
parameters, and minimize the negative log-odds ratio of the mixture and (sim-
ple) binomial likelihoods. Let g(x) = (1+exp(−x))−1, the logistic function. We
reparameterize as follows:

λ = g(u) φ1 = g(v1) φ2 = g(v2) (2)

Let φ∗ =
P

i hiP
i ni

be the maximum-likelihood (simple) binomial parameter. We
define the following ratios which appear in the log-likelihood ratio:

r11 =
φ1

φ∗
r12 =

1 − φ1

1 − φ∗
r21 =

φ2

φ∗
r22 =

1 − φ2

1 − φ∗
(3)

We define the following quantities which are useful for writing the log-odds and
its derivatives:

pi1 = rhi
11r

ni−hi
12 , (4)

pi2 = rhi
21r

ni−hi
22 , (5)

zi = λpi1 + (1 − λ)pi2, (6)

∗Updated May 17, 2005

1



Then the log-odds is simply

l(D|θ) = −
∑

i

log(zi) (7)

Note that ∂g(x)
∂x = g(x)(1 − g(x)). The partial derivatives are:

∂l

∂u
= −

∑
i

∂λ
∂upi1 + ∂(1−λ)

∂u pi2

zi
= − λ(1 − λ)

∑
i

pi1 − pi2

zi
(8)

∂l

∂v1
= −

∑
i

λ

zi

∂pi1

∂v1
= −

∑
i

λpi1

zi
(hi − φ1ni) (9)

∂l

∂v2
= −

∑
i

(1 − λ)
zi

∂pi2

∂v2
= −

∑
i

(1 − λ)pi2

zi
(hi − φ2ni) (10)

One can use general-purpose optimization software to solve for (locally) maximum-
likelihood parameters.
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