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Abstract

We show that the model score is a linear function of λ.

Let X ∈ R
n×d. Let Ai ∈ R

ai×d with
∑

i ai = n and Bj ∈ R
bj×d with

∑

j bj = n. We define two partitionings: X =







A1

...
Al






=







B1

...
Bm






.

Consider trace norm distribution models corresponding to these partition-
ings:

P (A1, . . . , Al) =
∏

i

P (Ai) =
∏

i

1

ZAi

exp(−λ‖Ai‖Σ), and (1)

P (B1, . . . , Bm) =
∏

j

P (Bj) =
∏

j

1

ZBj

exp(−λ‖Bj‖Σ). (2)

Then, we prefer model A if

fA,B(λ) =
∑

j

λ‖Bj‖Σ +
∑

j

log ZBj
−

∑

i

λ‖Ai‖Σ −
∑

i

log ZAi
> 0 (3)

Definte a trace norm distribution on X , P (X). Note that

Z =

∫

exp(−λ‖X‖Σ) =
1

λnd

∫

exp(−‖X‖Σ). (4)

Define Z ′

Ai
≡

∫

exp(−‖Ai‖Σ) = λaidZAi
. Similarly, Z ′

Bj
= λbjdZBj

. Then,

fA,B(λ) = λ





∑

j

‖Bj‖Σ −
∑

i

‖Ai‖Σ



 +
∑

j

log Z ′

Bj
−

∑

i

log Z ′

Ai
. (5)

The model score is a linear function of λ. Hence, for each model, there is a
contiguous range of λ for which that model is preferred over all others. Note
that the range may be empty—i.e. a model may never be preferred.

∗Joint work with John Barnett and Tommi Jaakkola.
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